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Supervised Learning:
Probably Approximately Correct 

Learning
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PAC Learning

4



PAC Learning - Example
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False Positive and False Negative
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Error Region
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Approximately Correct
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Probably Approximately Correct 



PAC Learnability for Axis-aligned Rectangle

9



Approximately Correct
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Contd…
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False Positive and False Negative
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Error Region
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Example 1
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Example 2
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Supervised Learning:
Learning a Class From Examples
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Traditional Vs. Machine Learning Models
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Learning a Class from Example
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Most General and Most Specific Hypothesis
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Margin
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Classification Model
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Classification Model
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Classification Learning Steps
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41



Classification Learning Steps
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K-Nearest Neighbor (KNN) Algorithm
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KNN Algorithm
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KNN : Example
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KNN: Example
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KNN: Selecting the K Value
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KNN: Selecting the K Value
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KNN: A Lazy Learner
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KNN: Advantages and Disadvantages
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KNN: Applications
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Next Class
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• Decision Tree
• Random Forest
• Regression
• Logistics Regression



Thank you for your participation.
For any clarification write to:

tamal.ghosh1@adamasuniversity1.ac.in
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